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Abstract

The HONcode of conduct is composed of eight ethical and
quality criteria (www.hon.ch/Conduct.html) This study evalu-
ates supervised automatic classification algorithms capability
to determinate whether a health related web page is in com-
pliance with any of those criteria. Various length character n-
gram vectors were used to represent health web page docu-
ments. Classification performance of the 5-grams was com-
pared to that obtained by words or stems. The study attempts
to determine whether the language-independent approach
might result in similar classification performance as word-
based classification for both English and French languages.
The training/testing collection for both languages were cre-
ated from web page fragments extracted by HONcode experts
during the manual certification process as the basis for indi-
vidual HONcode compliance. Naive Bayes classifier and DF
(document frequency) dimensionality reduction metrics were
used. The overall results of this study indicate that the n-gram
tokenization provides a potentially viable alternative to docu-
ment word stemming.
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1 Introduction
The health related information provided by Internet, to mil-
lions of people worldwide includes at the same time reliable,
useful information and potentially harmful information [1].
Discerning trustworthy web-based health information from
manipulated or biased content is difficult task for end-users
[2], since no obligatory regulatory standards exist for ethical
and quality content of health-related websites. The Health On
the Net Foundation was created in 1996. Its mission is the pro-
motion of transparency and quality for online medical and
health-related information. The HON Foundation’s Code of
Conduct [3], consists of eight procedural guidelines that help
to indicate the credibility of online health information. Cur-
rently, HONcode expert reviewers manually assess, re-assess,
and certify health websites for compliance with the HONcode
conduct principles. 

The websites respecting the HONcode display the unique
HONcode seal. In this manner the certification gives the pos-
sibility to the individual user to easily identify whether web-
site respects the HONcode. The presence of such a seal indic-
ates that the website provides the answers to questions such
as: ”when was the site last updated” or “who is the author of
the content”, however it does not validate the website's con-

tent per se. The detailed HONcode guidelines can be found at
http://www.healthonnet.org/HONcode/Conduct.html  .

HONcode is the most widely utilized healthcare website Code
of Conduct. To date, HON has certified 8’300 health websites
worldwide. HONcode certification is multilingual, since iden-
tification of quality web-based information in their native lan-
guages is crucial to end-users worldwide. The largest number
of certified websites is written in English (34%), followed by
French (28%) and Spanish (10%). However, the manual ini-
tial evaluation and subsequent audits in order to assess HON-
code conformity are limited due to the time-and-personnel in-
tensive processes they involve. Furthermore, many high-qual-
ity health websites may not have HONcode certification be-
cause the review process is voluntary – conducted at the re-
quest of a health site’s webmaster. Using current methods,
large-scale HON reviews for certification of hundreds of thou-
sands of health websites is not feasible. 

In this study we are evaluating the possibility to address the
HONcode certification as well as its multilingual aspect auto-
matically. In this study we are reporting to what extent the ma-
chine learning based automated classification system, in com-
bination to language independent n-gram classification can be
of assistance in the process of HONcode certification. This
type of tokenization has proven to be effective for different,
particularly for the morphologically complex languages [4],
especially when linguistic tools such as stemmers [5] were
lacking for the given language. The n-gram approach also
showed greater robustness in the setting of frequent typo-
graphical errors in the source text [6]. This approach is tested
on English and French document collections.
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Related work

HONcode certification process must become at least partially
automated in order to remain relevant, taking into account the
quantitative growth of Internet-based health information web-
sites. The research has already been initiated by HON in the
direction of exploiting Machine Learning (ML) algorithms for
automated text classification [7, 8]. To be used by a machine
learning based classifier the content of healthcare document is
represented as vectors of weighted tokens [9], since it cannot
be directly interpreted by them. Word stems or lemmas is typ-
ical approaches for this purpose, with a goal of increasing the
system’s recall [10, 11]. Linguistic treatment of such stem-
ming has proven to be a powerful tool especially with mor-
phologically complex languages [12]. For the word stem or



lemma to be created the linguistic tools such as stemmers or
morphological analyzers are required. Unfortunately, those
tools are not always available. Not for all languages, nor for
specific language subdomains, such as health. Thus, a lan-
guage-independent approach to this issue is needed. Linguistic
treatment in English does not imply enormous difference in
performance, while for the French the performance differences
are somewhat more important [12]. Showing the interchange-
ability between language dependent (stemming, lemmatiza-
tion) and language independent approach for these two lan-
guages, would however give a credible baseline for other lan-
guages, for both simple or more complex from the morpholo-
gical point of view. Employing character n-grams in this pur-
pose is widely present in text classification [13]. The machine
learning system represented each document as a vector of mu-
tually independent weighted “terms” (tokens, features). A
term itself could be a word, a lemma, or a stem, etc. The
lemma or stems used as “terms” have for the goal matching of
different words derived from the same root (e.g. derive, de-
rived, derivation). However, accomplishing this goal requires
language dependent tools. The current study explores the us-
ability of language independent character n-gram opposing
words and stems. Various approaches to creation of character
n-grams exist. Some of them take into account the word
boundaries where word “privacy” would yield following 5-
grams “_priv”, “priva”, “rivac”, “ivacy” and “vacy_” with “_”
representing the word boundary. In other cases the word prox-
imity is taken into account, in which case the phrase “privacy
policy” would yield 5-grams such as “acy_p”. In our approach
we consider every word of the document independently and
we do not take the word boundaries into consideration as de-
scribed in [4]. Thus, for the case of n=5, the document phrase
“privacy policy” would yield the following n-grams: “priva”,
“rivac”, “ivacy”,  “polic” and “olicy”.
When it comes to dealing with the issue whether information
available on the internet can be trusted or not, studies conduc-
ted to date have mostly focused on the e-commerce domain.
Nevertheless, despite the volume of research in this domain,
basic consensus about the meaning of trust remains elusive
[14]. The same lack of consensus applies regarding trustwor-
thiness of online health information. Most reported studies
have tested one specific aspect of trust as reported in the fol-
lowing articles [15, 16]. The lack of de facto standards regard-
ing online health information makes comparisons among re-
search studies difficult. In the scope of the CLEF initiative
eHealth related workshops have been proposed (http://clefe-
health2014.dcu.ie/). However, none of the tasks within these
workshops focused on the particular issue of the quality of
health information. Thus, no collection is available which
would allow to have common data in order to appropriately
compare results amongst research approaches. 

2 Methods

The test system used in this study is based on the machine
learning framework described in [17]. Different Machine
Learning algorithms such as SVM, Naive Bayes (NB) or KNN
have been implemented and tested. Experience in an earlier
study [18] in addition to experimental results obtained for this
work led authors to retain a Naive Bayes machine learning al-
gorithm (with tf-idf weighting instead of word frequency, due
to better precision), as the most appropriate for automated de-
termination whether a webpage complied with each HONcode
principles [19]. In addition, the comparison to SVM for cer-
tain criteria is performed in order to give support to such a de-
cision. The document frequency algorithm was used to per-
form the feature selection in this study [10]. 

There are eight HONcode principles: Authority, Complement-
arity, Privacy, Attribution, Justifiability, Authorship, Sponsor-
ship and Advertising. The principle Attribution was divided
into two separate criteria, namely Reference and Date due to
disparate fulfilment requirements for these two elements. Au-
thors developed separate classifiers for each of the HONcode
criteria, because a document’s belonging to one HONcode
compliance class is independent, under all circumstances,
from its conformance with one or more other HONcode com-
pliance classes (any-of classification) [10]. All experiments
performed used ten-fold cross validation.

The collections used for training of the machine learning al-
gorithms were created from actual webpage excerpts. As the
HONcode team previously reviewed candidate websites for
HONcode certification, they stored the part of the site’s
webpage that indicated compliance with one of the HONcode
principles. Another challenge the authors faced with was de-
fining the document (classification unit) within these collec-
tions. One recent study using machine learning techniques
used the sentence as a classification unit [8]. Closer inspection
of such an approach revealed that it generats numerous errors,
as individual sentences in a document may not conform to cri-
teria even though the document as a whole may [8]. Each doc-
ument within training/test collection consists of one previ-
ously described extract from one website for one specific
HONcode criterion. HONcode certification process includes
websites in any of a large set of languages. However, the cur-
rent study was limited to pages written in English and French
languages. These languages have been chosen for two main
reasons: 1. the collected sets of compliance justification ex-
tracts in English and French were the most exhaustive and 2.
these languages represent two different languages types from
the morphological complexity point of view. Table 1 gives the
number of documents (extracts) available in these two collec-
tions. This collection is not for the moment publicly available.

Table 1: Number of extracts per criteria (English and French
HONcode compliance extracts collections)

Criterion
No. extracts
English French

Authority HC1 2812 2338
Complementarity HC2 2835 2005
Privacy policy HC3 2683 2055
Reference (Attribution) HC4 2349 1888
Justifiability HC5 872 827
Contact details HC6 2861 2349
Financial disclosure HC7 2700 2098
Advertising policy HC8 1412 627
Date (Attribution) HC9 2794 2158

In the current study the words (W1) used as terms is taken as
the “baseline”. The results obtained by the baseline are com-
pared to those of 5-grams (C5) and stems (W1s). For the Eng-
lish the porter stemmer was used, while for the French we use
the snowball stemmer1. Various length of character n-grams
have been tested in the scope of this evaluation. The 5-gram
was retained since it has shown the behaviour closest to the
behaviour of word or stems for both languages tested. The
goal was to determine the extent to which words might be re-
placed by 5-grams or stem tokens while not sacrificing system
classification performance.  

In conducting the study, prior to the tokenization, authors re-
moved stop words such as «le», «la». «du» etc.. from the stud-

1 http://snowball.tartarus.org/algorithms/french/stem-
mer.html



ied documents. These lists contain 174 words for English and
126 for French. 

We have chosen the precision (P), recall (R) and F1-measure to
present the quality of the classification for each of the HON-
code criteria. The Fα-measure [19] combines the precision and
recall measures, allowing us to give relative importance to
each of them. In this study α is set to 1. In this way this meas-
ure gives equal importance to both recall and precision.

3 Results

The values for precision (P), recall (R) and F1-measure for
each criterion with NB classifier are given in the Table 2.
Those values represent the averages of each respective meas-
ure over 10 runs.

Table 2:  Precision (P),  recall(R) and F1-measure, NB

HON
code

Tokenization
English French
W1 W1s C5 W1 W1s C5

HC1 P 0.64 0.63 0.60 0.69 0.66 0.63
R 0.75 0.71 0.65 0.72 0.72 0.71
F1 0.69 0.67 0.62 0.70 0.69 0.67

HC2 P 0.83 0.82 0.77 0.95 0.94 0.91
R 0.96 0.96 0.96 0.88 0.92 0.90
F1 0.89 0.88 0.85 0.92 0.93 0.91

HC3 P 0.91 0.90 0.89 0.94 0.92 0.92
R 0.98 0.98 0.91 0.98 0.98 0.99
F1 0.94 0.94 0.94 0.96 0.95 0.95

HC4 P 0.56 0.58 0.60 0.82 0.77 0.76
R 0.61 0.58 0.53 0.41 0.43 0.44
F1 0.59 0.58 0.56 0.55 0.55 0.56

HC5 P 0.74 0.69 0.64 0.97 0.94 0.76
R 0.31 0.27 0.25 0.38 0.42 0.42
F1 0.43 0.37 0.36 0.55 0.58 0.54

HC6 P 0.92 0.93 0.92 0.96 0.94 0.91
R 0.94 0.93 0.86 0.86 0.86 0.83
F1 0.93 0.93 0.89 0.91 0.90 0.87

HC7 P 0.77 0.76 0.74 0.92 0.82 0.75
R 0.79 0.76 0.71 0.43 0.85 0.82
F1 0.78 0.76 0.72 0.59 0.83 0.78

HC8 P 0.77 0.76 0.72 1.00 0.95 0.83
R 0.73 0.70 0.79 0.37 0.35 0.50
F1 0.75 0.73 0.75 0.54 0.51 0.63

HC9 P 0.97 0.97 0.95 0.99 0.99 0.96
R 0.95 0.94 0.93 0.92 0.92 0.89
F1 0.96 0.93 0.94 0.96 0.95 0.93

Three tokenization schema namely word (W1), stems (W1s)
and 5-gram (C5) for both English and French were used, with
30% of most frequent terms being retained for each class. In
this table, the highest value for each measure, tokenization and
criteria combination is marked in bold. 

The results presented in Table 2 show that the tokenization
resulting in the highest values in terms of precision varies
between HONcode criteria but also between languages. For
the English, the W1 tokenization results in highest value of
precision and F1 for all the principles except for “Reference
(Attribution) HC4” and “Contact details HC6” respectively
obtained with 5-gram tokenization C5 (60%) and W1s (93%).
The same tendency is noticeable for the French between word
and 5-gram tokenization. However the differences between the
highest and other values never exceed 10%, using highest
value as a baseline.

Even thought the NB classifiers tend to be outperformed by
more sophisticated algorithms such as SVM, this is not the
case for the collection on-hand. Tables 3 and 4 give the com-
parison of the classification performance for “Reference
(HC4)” and “Privacy policy (HC3)” criteria respectively,
between NB and SVM algorithms. These algorithms were
compared for both stemming and 5-gram tokenization.

Table 3: NB vs SVM, for stems (W1s) and 5-grams (C5), Ref-
erence criterion (HC4)

H
C

4

English French

W1s C5 W1s C5

NB

SV
M NB

SV
M NB

SV
M NB

SV
M

P 0.58 0.62 0.60 0.59 0.77 0.57 0.76 0.59
R 0.58 0.76 0.53 0.77 0.43 0.68 0.44 0.66
F1 0.58 0.68 0.56 0.67 0.55 0.62 0.56 0.62

The results presented in Tables 3 and 4 show that, besides or
the stem tokenization for the Reference criteria in English, the
NB algorithm results in higher precision when compared to
SVM for this collection. The most important difference can
be noticed for the HC3 criterion (Table 4), where for the
French language and W1s tokenization NB achieves precision
of 0.92 compared to 0.46 achieved by SVM. In return, SVM
results in higher recall, although the relative difference is not
as important.

Table 4: NB vs SVM, for stems (W1s) and 5-grams (C5), Pri-
vacy policy criterion  (HC3)

H
C

3

English French
W1s C5 W1s C5

NB

SV
M NB

SV
M NB

SV
M NB

SV
M

P 0.90 0.70 0.89 0.63 0.92 0.46 0.92 0.48
R 0.98 0.99 0.99 0.99 0.98 0.99 0.99 0.99
F1 0.94 0.82 0.94 0.77 0.95 0.62 0.95 0.65

To demonstrate the similar behaviour of different tokenization
in relation with dimensionality reduction, we have compared
in Tables 5 and 6 the relative precision loss and relative recall
gain respectively, between the cases where 80% and 30% of
all features are kept. 

Table 5: Average precision loss for English and French 

To
ke

n. English French
Kept %

D
iff %

Kept %

D
iff %80 30 80 30

P
W1 0.89 0.79 -11.08 0.93 0.91 -1.76
W1s 0.87 0.78 -10.28 0.92 0.88 -4.44
C5 0.85 0.76 -10.41 0.90 0.83 -7.92

The loss in precision for the English language, shown by the
results in Table 5 is the smallest in the case of W1s tokeniza-
tion (10.28%). The gain in the recall is however the most im-
portant in the case of C5 being used (38.86%, Table 6) for this
language. For the French the smallest loss in precision is no-
ticed for W1 tokenization as well as the highest gain in the re-
call.



Table 6: Average recall gain for English and French
To

ke
n. English French

Kept %

D
iff %

Kept %

D
iff %80 30 80 30

R
W1 0.59 0.78 31.14 0.48 0.71 47.53
W1s 0.57 0.76 33.13 0.51 0.72 41.37
C5 0.53 0.74 38.86 0.52 0.72 40.16

4 Conclusion

The character n-gram tokenization has been evaluated in this
publication with a goal to determine whether it could be used
as an alternative to bag of words or stems. Based on the results
presented in the Table 2, we can conclude that even though the
word tokenization results in best performance in terms of pre-
cision. When the recall is the measure one desires to augment
both the n-gram and stems impose themselves as the better
solutions. This tendency is more pronounced for the French
than English language, which could be explained by the fact
that the French is a morphologically richer language, thus be-
nefits more from linguistic treatment.  

We have also shown that Naive Bayes algorithm is capable of
outperforming the algorithms such as SVM. For the HC3 cri-
terion, using W1s tokenization for the French the SVM results
in precision not less than 50% smaller than that of NB, using
NB as baseline. On the other hand the SVM results in some-
what higher recall for all language, tokenization, criterion
combinations. The relative difference between two algorithms
is however less important raising up to 37% (French, W1s,
HC4). These results as well as time/resource consumption dif-
ference between the two algorithms are in favour of NB as a
solution for the task presented.  

The results presented in the tables 5 and 6 demonstrate that
different tokenization techniques evaluated in this publication,
namely word (W1), stem (W1s) or five gram (C5), show the
same behaviour in precision/recall evolution towards dimen-
sionality reduction by feature selection. This also indicates in-
terchangeability of these tokenization technique. The baseline
established here for the English and confirmed for the French,
show that the language independent approach would be a vi-
able alternative to word-based tokenization for wide variety of
languages, especially for the morphologically complex ones.
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